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Does your organisation
belong to one of these

categories?

Do your activities fall under
the EU AI Act?

Does your system qualify as
an AI system or foundational

model?

Do you use your system for
one of the following

purposes?

Provider Importer

Distributor Manufacturer of a product

Deployer Representative No

Yes

AI Act is not
applicable

(Developing an AI system for the purpose of) 
placing AI systems on the market, putting them into

service or making them available within the EU
No

Yes

AI Act is not
applicable

No

Yes

AI Act is not
applicable

AI system

Foundation model

AI research & development

AI system as a safety component (in products)

Using AI systems within an international legal cooperation
framework for law enforcement and judiciary purposes,

as a third-country public body

Article 84
appliesYes

Yes
AI Act is not
applicable

No

Is your system a high-risk AI system placed on the market
or put into service before the AI Act applies and is it subject

to substantial modifications after date AI Act applies?

No
AI Act is not
applicable

Yes
AI Act is

applicable

AI system interaction: transparencyCodes of conduct General principles for AI systems Existing legislation

Is your AI system using one
of the following techniques?

Subliminal techniques Exploiting vulnerabilities

Biometric categorisation systems

Social scoring

Risk assessmenet and profiling

Facial recognition databasesEmotion inference

Analysis of public space footage

AI system is
prohibitedYes

No

Is your AI system high-risk?
The AI system is used as a safety component of a
product and the system or a part of the product

must undergo a third-party conformity assessment
(on risks for health and safety) with the purpose of
placing the prodcut on the market or putting it into

service
No

Does your AI system deal
with one of the following

topics and does it impose a
significant risk?

A significant risk of harm to health, safety or fundamental
rights of natural person or the environment

AND

 Biometric identification and
categorisation of natural persons

Management and operation
of critical infrastructure

Education and vocational
traning

Employment, workers management
and access to self-employment

Access to and ejoyment of essential
private services and benefits

Law enforcement

Migration, asylum and border
control management

Administration of justice and
democratic processes

Yes
AI system is

high-risk

No
Yes AI system is

high-risk

Compliance with guidelinesObligations for different legal entitiesPresumptions of conformity

Additional responsibilities along the AI value chain Obligations for (former) providers (of foundation models)

Additional obligations

Provider must submit a justified notification to the National Supervisory Authority
(NSA) stating that their AI system is not subject to the obligations of high-risk AI

systems. If the AI system is intended for use in multiple Member States, the
notification should be sent to the AI Office. 

 
Providers who misclassify their AI system as not being subject to high-risk obligations
and release it on the market before the deadline for objection by National Supervisory

Authorities will be held responsible and may face fines according to Article 71.

Using an AI system under your authority

Definitions 

AI system: a system intended to function autonomously and has the
capability to generate outputs, such as predictions,

recommendations, or decisions, with the explicit or implicit aim of
influencing physical or virtual environments

Foundation model: an AI system that undergoes training on
extensive data sets, with the aim to generate outputs that possess a

broad scope of applicability

Safety component of a product or system: a part that has a critical
safety function. If this component fails or malfunctions, it can

endanger the health and safety of users.

Significant risk is determined by the combination of its severity,
intensity, probability of occurrence, duration of effects, and its
potential to impact individuals, groups, or specific categories of

people

Provider: any individual, company, public authority or agency, that
either develops an AI system or has one developed and introduces it
to the market or uses it themselves, whether for payment or for free

Distributor: any individual or company in the supply chain, excluding the provider
or importer, that makes an AI system available on the EU market

Manufacturer: any individual or company that produces or creates (a
product which includes) an AI system

Deployer: any individual, company, public authority or agency, under whose
authority the system is used

Importer: any individual or company in the EU that places an AI
system on the market that has the name or trademark of an

individual or company from outside of the EU on it

Representative: any individual or company in the EU who has received and accepted
a written mandate from a provider of an AI system to perform and carry out on its

behalf the obligations of the AI Act


